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Chapter §

SOME NONPHARMACOLOGIC MODIFIERS OF
THE RESPONSE TO IMIPRAMINE IN
DEPRESSED, PSYCHONEUROTIC OUT-
PATIENTS: A CONFIRMATORY STUDY

E. H. Unrennura, Davip B, Duncan, anp Lee C. Parx

THE RESULTS to be reported here are based on data gath-
ered in a study on the influence of imipramine in relieving
depressive symptoms in psychoneurotic outpatients (6). The
main problem concerned the possible influence of a nonpharma-
cologic variable, the individual psychiatrist, upon the effect of
the drug (defined as the difference in response to drug and to
placebo).

METHOD

The design, in brief, was a double-blind crossover with two
medications, seven doctors, and forty-two psychoneurotic pa-
tients. The distribution of patients who completed the study was
slightly unbalanced with regard to treatment conditions. The
patients took each medication for four weeks.

Each patient’s condition was assessed every two weeks during
a brief interview with his treating psychiatrist, structured around
the completion of a checklist of sixty-two symptoms adapted
from that of Parloff et al. (5). Each symptom was scored 0, 1,

. 2, or 3, according to the degree of distress reported by the pa-

Note: This work was supported by grants K3-MH-18, 611, MH-06350 and -

MH-04732 from the NIMH. The computations were performed at the Com-
puting Center of the Johns Hopkins Medical Institutions, which is supported by
Research Grant No. FR-00004 from the NIH. This is paper number 380 from the
Department of Biostatistics.
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tient. A total weighted distress score at each interview was
computed by summing the scores for the individual symptoms.
Eight senior psychiatrists independently classified the sixty-
two symptoms into the following subgroups: depression (13
symptoms ), anxiety (13 symptoms), secondary (10 symptoms
such as phobias, obsessions, conversions ), overlapping (12 symp-
toms which might belong in 2 or 3 of the first 3 subgroups),
and miscellaneous (8 symptoms which did not belong in any of
the first 3 subgroups). A symptom was included in the depres-
sion, anxiety, secondary, or miscellaneous subgroups only if at
least five psychiatrists classified it in the same subgroup. Six
symptoms were segregated into a “reject” subgroup since higher
scores on these items were expected to accompany less distress.
The weighted distress score for each symptom subgroup was
computed by summing the scores for the individual symptoms
included in the subgroup. Other types of assessments also were
employed but are not pertinent to the present chapter.

EARLY RESULTS

The results using the total weighted distress score as the cri-
terion of change may be summarized as follows: Patients expe-
rienced relief in proportion to their initial level of distress,
irrespective of medication. This relationship illustrates the “law
of initial value” (8) with respect to 4 psychologic variable.
During the first two weeks of the study, patients taking imipra-
mine improved -more than patients taking placebo, even when
the higher initial distress level among the patients taking imi-
pramine was taken into account. After the first two weeks, both
groups of patients experienced about the same amount of relief.
Effects due to the seven individual doctors and effects due to
the interaction between doctors and medications could not be
demonstrated at any time, although the conditions of the study
were unduly stringent, as pointed out in the original report.

NEW METHODS OF ANALYSIS

Information about some other variables that might modify the
drug effect also was collected in the original study. The possible
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effects of these variables were not examined originally because
of practical limitations in the methods available for analyzing
jointly the effects of multiple variables.

In the meanwhile, however, a general multiple covariance pro-
cedure for the electronic computer has been developed. This
procedure can handle in the same analysis both quantitative
data such as age and qualitative (classification) data such as-
sex. It also deals effectively with a disproportionate distribution
of subjects among categories in classification data. The pro-
cedure offers the option of searching stepwise a pool of inde-
pendent variables for the combination which best describes the
change in the dependent variable. This option selects only one
of several highly correlated variables. The method combines in
effect the functions of analysis of variance, analysis of covariance,
and multiple regression analysis in a form sufficiently flexible
to cope with many problems in the statistical evaluation of
quantitative observations in real-life situations.®

With this new method, two sets of preliminary, nonsearch
analyses were performed. One set analyzed the patients’ relief -
after two weeks of treatment, using the change in total weighted
distress score from visit 1 to visit 2 as the dependent variable.
The other set analyzed the patients’ relief after four weeks of -
treatment, using the change in total weighted distress score
from visit 1 to visit 3 as the dependent variable. -

Each analysis of relief included as independent variables (a)
medication, (b) one or more possible modifying variables se-
lected from the original data on the basis of other reports in
the literature, and (c) variables representing the statistical inter-
action between medication and each possible modifier.

Results of Non-search Analyses After Two Wecks

The results of the analyses after two wecks of treatment are
easy to describe: none of the new variables produced any sub-

°For investigators who may wish to consider this approach in more dctail, a
discussion of the statistical considerations is includid as Appendix 8 A and a
practical guide to the computer program as Appendix 8 B, Materials for the

use of the program are available from Dr, Ullechuth,
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stantial reduction in the error mean square, as compared to a
reference analysis including only medication and initial total
distress score as independent variables. Thus the effectiveness
of imipramine during the first two weeks of treatment appears
to have been quite general within this sample of depressed, psy-
choneurotic outpatients. The remainder of this chapter deals
only with the analyses of relief after four weeks of treatment.

Results of Non-search Analyses After Four Weeks
Effect of Patient’s Initial Symptomatology

Kiloh and his associates (2, 3) have stressed the importance
of the detailed symptomatology as a guide to the pharmacologic
treatment of depressed outpatients. In the present study, the
patients” initial scores on the six symptom subgroups offered a
more specific characterization of their presenting clinical pic-
tures, at least on the subjective side. Therefore an analysis of
relief was performed with independent variables including medi-
cation and, instead of the initial total distress score, the initial
scores for each of the six symptom subgroups and the scores for
their interactions with medication. The interaction scores were
obtained by multiplving the patient’s medication score by his
initial score for each symptom subgroup in turn.

This analysis provided a more precise (error mean square =
483.27) overall description of relief than the reference analysis
(error mean square = 576.35). Several of the individual vari-
ables within the analysis showed reliable effects. Patients with
a higher initial score on the depressive symptom subgroup ex-
perienced significantly® (p < .03) more relief, irrespective of
medication (Fig. 8-1). This result probably reflects the operation
of the “law of initial value.”

This finding, however, disagrees with the report of Kiloh et
al. (2), who found that more severely depressed patients did
not respond well to imipramine. The respective ranges of severity

°All p values are for two-tailed tests. In each figure, change in total weighted
SCL scores is adjusted for the effects of all inde pendent variables that enter
into the analysis, but do not appear on the figure. §
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Ficure 8-1. Initial weighted depression score.

represented in the two studies are difficult to compare. Kiloh'’s
range may be the more severe. If so, then the diver-gent rfesults
of the two studies suggest that the effect of severity is nonlinear, -
with a moderate severity representing the best outlook f'or re-
sponse to imipramine. Differences between the two studies, in
the variables included and in the correlations among variables,
may mean that the contrasting results are more apparent than
real.

The patient’s initial score on the secondary symptom Stfbgroup
was another important variable in the present analysis ( F:g. 8'—2).
It showed a significant (p < .01) interaction® with medication:
patients with a low initial level of secondary symptoms respond.ed
about the same to imipramine and to placebo, but patients with
a high initial level showed less response to imipramine than to
placebo. This result corresponds té Kiloh’s report of an unfav-
orable outlook for treatment with imipramine in the presence
of such complications as hypochondriasis and hysterical features.

The initial score on the overlapping symptom subgroup also
showed a reliable (p < .005) interaction with ‘mcd.ic:'u.ion, b.ut
in the opposite direction: patients with a high initial level

“The ionifi i ion implies signifi ¢ or each of
*The presence of significant interaction implies significant Lffl.\.‘sfft £ :
the component variables. The significance of cach component effect depends
on the level of the other component variable.
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showed a greater response to imipramine than to placebo (Fig.
8-3). The outstanding feature of the overlapping symptoms was
the clinicians” inability to assign symptoms exclusively to the de-
pressive, anxious, or secondary subgroups. A review of the symp-
toms in the overlapping subgroup, however, suggests that, with
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Ficune 8-2. Initial weighted secondary S score.
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depressed patients, many of these symptoms mu .-t 2 col-
oring of the depressive syndrome similar to Kilo!. itatively
different from normal” characterization, which 1 «. . .:sd with

the diagnosis of endogenous depression and a fave- - 2sponse
to imipramine (3).
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Effect of Patient’'s Age

In addition to the symptom picture, Kiloh and Garside (2)
reported age as an important variable modifying the response
to imipramine, with older patients responding more favorably.
In the present study, an analysis of relief with independent vari-

ables including medication, the initial level of total distress and

~age tended to confirm this finding (Fig. 8-4). Older patients

responded more to imipramine than to placebo (p < .10, error
mean square == 533.61). It is interesting that the crossover in
the interaction, that is, the age at which patients responded
equally to imipramine and placebo, occurred at about thirty-
five years, not far from the age of 40 chosen by Kiloh et al. as
the boundary between their two age groups.

ADJUSTED CHANCE IN TOTAL WEICHTED SCL SCORE: RELIEF =

2 £ 8
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Fiure 8-4. Patient’s age.

Effect of Patient’s Suicidal Trends as Rated by Doctor

Wittenborn, working with neurotic, though hospitalized, de-
pressed patients, found that patients with a history of suicidal
attempts tended to respond poorly to imipramine (9). In the
present study, the treating psvchiatrist initially rated each pa-
tient as suicidal or not suicidal. An analysis of relief with inde-
pendent variables including medication, the initial level of total
distress, and the doctor’s initial suicidal rating showed a reliable
(p < .01, error mean square == 465.23) interaction between the
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effects of medication and the suicide rating as determined by
the doctor (Fig. 5). Suicidal patients, in confirmation of Wit-
tenborn’s findings, showed less response to imipramine than to

placebo.

ADJUSTED CHANGE IN TOTAL WEIGHTED SCL SCORE: RELIEF =
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Ficure 8-5. Patient suicidal?

Since there were only six suicidal patients (3 taking each
medication) among the forty-two patients studied, it seemed
advisable to examine the records of these six patients more
closely for other characteristics which might distinguish them
as a group from the other patients in the study. It was startling
to find that four of the six patients rated as suicidal were under
the care of the same psychiatrist, who rated only three of his
seven patients as not suicidal. This situation suggested that (a)
a large proportion of the suicidal patients in the study were
assigned to this doctor by chance or (b) that this doctor had
a systematic tendency to rate Fglz:tients as suicidal by virtue of
some unknown characteristic of his own.

Effect of Patient’s Complaint of Suicidal Thoughts

Fortunately some data were available bearing upon both of
these possibilities. One symptom on the checklist asked the
patient to rate his suicidal thoughts on a four-point scale of
intensity. These ratings, too, were subject to some influence bv
the psychiatrist, as they were made in his presence. However, the
form of the complaint and the rating at least were standardized.
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An analysis of relief, in which the patient’s complaint of sui-
cidal thoughts was substituted for the doctor’s rating, showed
a similar interaction (p < .025, error mean square = 436.19)
between the effects of medication and suicidal preoccupations
(Fig. 8-6). This finding, then, supported the notion that the
patients” own suicidal mclmatlons affected their response to the
drug and that the one psychiatrist in the study simply received
a higher proportion of suicidal patients.
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Ficure 8-8. Patient’s suicidal thoughts.

Effect of Doctor's Score on the A-B Scale

There was, however, some information indicating that this
doctor also differed in a significant way from his colleagues.
He had the lowest score on the A-B scale, which predicts psy-
chotherapeutic success with schizophrenic patients [high score,
“tvpe A,” see (7)] and with psychoneurotic patients [low score,
“tvpe B,” see (4)]. Since the seven psychiatrists in the study
were well distributed along the A-B scale, an analysis of relief
was performed with independent variables including medica-
tion, the initial level of total distress, and the doctor’s score on
the A-B scale. A near-significant (p < .10, error mean square =
537.08) interaction emerged (Fig. 8-7). The patients of high-
scoring (type A) doctors responded more to imipramine than
to placebo, but the patients of low-scoring (type B) doctors

responded about the same to the two medications. These find-
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ings suggest that the doctor’s suicidal rating as well as the pa-
tient’s subsequent response to medication may emerge from a
complex process reflecting both the patient’s suicidal preoccu-
pations and his treating doctor’s response to them.
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Ficure 8-7. Doctor’s A-B Scale Score.

Effect of Patient’s Sex and Initial Anxiety Level

Hamilton offered perhaps the most complex suggestion about
the effects of modifying variables upon the patient’s response
to imipramine (in comparison with phenelzine ). In his study (1).
the effect of imipramine was determined jointly by the pahents
sex and the agitated or retarded quality of the patient’s illness:
agitated men responded better than retarded men, but retarded
women responded better than agitated women. An analysis of
relief in the present study emplo; ing this constellation of inde-
pendent variables (with the initial score on the anxiety-symptom
subgroup as an index of agitation) did not confirm Hamilton’s
hypothesis.

The group of potential modifying variables studied, as sum-
marized in Table 8-1, includes several which replicate previous
findings. This is striking, especially in view of the small number
of patients and the differences in cultural settings, clinic settings,
and specific procedures such as the criterion measures employed.
Furthermore, the results of all the analyses undertaken are in-
cluded in this chapter, excepting a few containing clerical errors.
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TABLE 8.1

VARIABLES MODIFYING THE EFFECT OF IMIPRAMINE
AFTER FOUR WEEKS OF TREATMENT

Relief with
Variable (Modifier) Imipramine*
Increasing initial symptom subgroup scores: Depressive ——
Anxiety —_
Secondary less
Overlapping more
Miscellaneous -
Reject —_
Increasing age more
Suicidal trends present: Doctor's rating less
Patient’s complaint less
Increasing score on A-B scale (type A doctor) more

Sex and increasing initial anxiety symptom subgroup score —

*Compared to placebo.

This is not a selected sample of analyses showing positive results.

Several of the modifiers in this group appeared related to one
another. To whatever extent they were correlated, their respec-
tive effects upon the patient’s response to medication were nec-
essarily confounded. These considerations suggested that a joint
analysis with certain independent variables selected from the
entire group might yield a simpler and yet more precise de-
scription of relief in response to medication and its modifiers.

Results of Joint Analysis Using Search Option

A final analysis of relief was performed by submitting to the
search option of the multiple covariance procedure as inde-
pendent variables: medication, the entire group listed in Table
8-I (except for the doctor’s rating of the patient’s suicidal trend,
which seemed too similar to the patient’s complaint of suicidal
thoughts), and the interactions between medication and each
of the other variables. The critical F ratio was set at about the
.05 confidence level (see Appendix 8-A). The analysis resulting
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from this procedure met a tentative criterion of reliability, tak-
ing account of the added uncertainties in a search.® Medication
and three modifying variables from the pool were selected for
the final analysis (Table 8-II).

Figure 8-8 and Table 8-II (MED X SUICIDAL) show how
the presence of suicidal thoughts modified the patient’s response
to imipramine. Nonsuicidal patients responded about the same
to imipramine and to placebo. Patients who complained of sui-
cidal thoughts, however, responded less to imipramine than to
placebo.

Figure 8-9 and Table 8-II (MED X OVERLAPPING) show
how the patient’s initial score on the overlapping symptom
subgroup modified his response to imipramine. Patients with a
low initial score responded less to imipramine than to placebo,
whereas the reverse held true in patients with a high initial score.

Figure 8-10 and Table 8-II (MED X SEX X ANXY) show
how the patient’s sex and initial score on the anxiety symptom
subgroup modified his response to imipramine. Men with high
initial anxiety responded about the same to imipramine and to
placebo, whereas men with low initial anxiety responded less to
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Ficure 8-8. Initial score on suicidal thoughts.

*The “adjusted” F ratio for total regression was 3.16. (See Appendix 8 A for
a more detailed discussion.)
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Frcure 8-9. Initial weighted overlapping S score.
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Ficure 8-10. Initial weighted anxiety score.
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doctor’s A-B type in the present study would be expected only
by chance since patients were assigned to doctors at random.
The failure of the search procedure to select the doctor’s A-B
type in the joint analysis therefore need not be interpreted as
a clearly negative result.

On the other hand, “true” correlations among the patient’s
own symptoms and other chracteristics would be expected. The
selection of the sex by anxiety interaction, for example, as an
important modifier in this context suggests that it has a more
striking independent effect upon drug response than do some
of its correlates. This effect may have gone unnoticed in the
individual analysis because this analysis also contained the ini-
tial total distress score, which, of course, includes the anxiety
subgroup. Under these conditions, the positive results of the
joint analysis would seem to merit the more weight.

Restructuring our understanding of psychologic processes in
terms of the action and interaction of such multiple-variable
fields inevitably raises knotty issues of interpretation. Their clari-
fication depends upon (a) designing studies more suited to the

independent assessment of factors contributing to outcome and

(b) gaining further experience in applying such concepts and
analyses to observed data.

DISCUSSION AND SUMMARY

Pumip R. A. May: Dr. Uhlenhuth presents the results of re-
analyzing in a different way data that were gathered several
years ago in a double-blind, four-week study of the effects of
imipramine and placebo on forty-two depressed psychoneurotic
outpatients. The original analyses had shown that relief of over-
all distress was in proportion to the patients’ initial distress level,
and that during the first two weeks, patients taking imipramine
improved more than those on placebo. After this, both groups
of patients experienced about the same amount of relief.
Information about other variables which might act as modi-
fiers of drug effect was also collected in the orginal study, but
their possible value as predictors could not be examined because
of practical limitations in the methods then available for multi-
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variate analysis. Subsequently Uhlenhuth and Duncan developed
a new method that, in essence, functions as a general multiple
covariance program with or without a search feature. (Details
are given in Appendices 8A and 8B.) This program can handle
qualitative data (categorical classifications such as sex and re-
ligion) as well as ordered quantified data (such as age), per-
forming on request a stepwise succession of search sequences to
fit a multiple regression equation to a group it selects as the
most important predictors. The main advantage of the new
method lies in the fact that a large number of variables can be
explored without arbitrarily rejecting potential predictors on a
priori grounds. In this way, important effects may be detected
that would otherwise be missed because they were never looked
at. It also presents the results of the analysis in multiple co-
variance form, providing adjusted scores for the effect of each
item taking into account the effects of all other items fitted.
When this method was used on the same data, the results
early in treatment (after 2 weeks) were the same as before:
they showed that imipramine had a general distress-reducing
effect but no specific effects from any of the new variables.
With longer treatment, however (4 weeks), several of the new
variables showed significant effects indicating that the relief
afforded by imipramine became restricted to a relatively narrow
group of patients. The search procedure selected medication
and four modifying variables as the most important predictors,
indicating that the patient most suitable for treatment -with
imipramine is a man without suicidal tendencies and with high
scores on two subscales—anxiety and a group of symptoms char-
acterized as qualitatively different from normal and suggestive
of endogenous depressions. The least-suitable candidate is a man
with suicidal thoughts and with low scores on these same two
subscales. ‘
Dr. Uhlenhuth points out that there were some discrepancies

between the results from individual analyses and from the search
procedure, and I must agree heartily with his comment that
application of a multivariate model must inevitably raise knotty
problems of interpretation. However, the fact that a task is
likely to be difficult is a poor excuse for not trying. Psychiatric
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research has limped along on univariate analyses much too long
for a field in which multidetermination appears so obvious to
the clinician. The results from this new approach are encour-
aging, and it is to be hoped that other investigators will use
it to enlarge our experience with multivariate analyses of psy-
chiatric data.

In this connection, I wonder whether the analyses might not
have been improved (more efficient) if final scores had been
used instead of change scores. Wittenborn (1966) has pointed
out that change scores are inherently exposed to a double dose
of measurement error, and there are additional methodological
reasons for questioning the advisability of using a patient’s ini-
tial score as a covariate when the criterion variable is a change
score whose computation has involved the use of that same initial
score.

E. H. UnLexsuTs: Dr. May’s comments raise some very subtle
and difficult questions about the adequacy of the usual statis-
* tical models to the analysis of fallibly measured variables. No
“entirely satisfactory answer for these questions’is available at
present.

Given the accepted multifactor models, however the results
are the same for a change score and a final score analysis in-
corporating initial criterion score, except for the regression on
initial score itself, which is less by one for the final score analysis.
In the present search analysis, which includes only that part of
the initial criterion score attributable to two of the six symptom
subgroups, a final score analysis is substantially similar, but not
identical, to the change score analysis reported.
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APPENDIX 8A

A General Multiple Covariance Search Procedure:
Statistical Considerations

In many clinical studies in the fields of psychiatry and psy-
chology, the data may be expected to conform to the model of
a multiple covariance analysis with many classification criteria
(race, sex) and many concomitant regressors (age, initial anxiety
score ). Because of the large number of factors potentially, but
not assuredly, involved and because of the nonorthogonal nature
of the data (with unequal numbers in the subclasses), however,
a direct full-scale multiple covariance analysis does not offer a
practical means of examining these data.

To deal with these problems, a “search” type of multiple co-
variance procedure for the IBM 7094 has been developed. This
is similar in approach to the multiple regression procedure de-
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veloped at UCLA® which “searches” a given set of regressors
and fits a multiple regression equation to a group containing
only the more important ones. However, by introducing subsets
of “dummy regressors” to handle the fitting of class effects in
a multiple regression form, the new program extends the search
capability to a general multiple covariance analysis. The purpose
of this text is to present the new procedure and to discuss its use.

Method of Analysis

OurLiNe. The main steps, apart from exceptions to be men-
tioned later, may be summarized as follows: Step one in a pre-
liminary phase consists of introducing “dummy” regressors to
accomplish the analysis of classification effects by using multiple
regression. A subset of one, two, or more regressors is introduced
for each classification containing two, three, or more classes. The
number of dummy regressors required is one less than the num-
ber of classes. Step two consists of the generation of an additional
regressor subset to accomplish the analysis of interaction for
each pair of regressor subsets for which interaction is required.
For any two subsets of p and q regressors, the interaction sub-
set consists of pq regressors obtained by multiplying each re-
gressor in one subset by each regressor in the other.

It should be emphasized that here, and from here onward,
the term regressor subset often refers to a single regressor. This
term may refer to one of the original concomitant regressors, a
single dummy regressor for a two-class classification, or an inter-
action regressor for interaction between two single regressors.
It may also refer to a subset of two or more dummy regressors
representing a classification with three or more classes, or to a
subset of two or more interaction regressors.

The main “search” phase of the analysis then commences. This
consists of the repetition of one or more search sequences. At
the beginning of any search sequence except the first, the pro-
cedure already has fitted a multiple regression equation to one

°See Duoxn, W. J. (Ep.): BMD Biomedical Computer Programs. Health Sci-
ences Computing Facility, Dept. of Preventive Medicine and Public Health,
School of Medicine. Los Angeles, U. of Calif,, Jan. 1, 1964,

A Confirmatory Study 175

or more regressor subsets. The subsets in the regression equation
may be termed the in subsets; the remainder, the out subsets.

The first step of any search sequence consists of working
through the out subsets with a view to adding the most impor-
tant one to the regression equation. The search is conducted by
fitting, in effect, a multiple regression to the in subsets together
with each of the out subsets taken in turn. The importance of
each out subset is scored in terms of the ratio for the additional
regression it gives, that is, the F ratio obtained from the addi-
tional regression sum of squares and the reduced error sum of
squares brought about by fitting the additional subsets. This
“add-search” step is concluded by adding the most important
of the out subsets to the regression equation if its F ratio exceeds
a prescribed critical ratio Fe. (Fc may be taken for, example, as
the tabled 5% value of F.)

If the add-search step terminates successfully, that is, with
the addition of a subset, it is followed by a “drop-search”™ step.
This consists of working through the in subsets with a view to
dropping the least important if it has ceased making an impor-
tant contribution. This search is conducted by refitting, in effect,
the multiple regression equation with each of the in subsets
dropped in turn. The importance of each subset is again scored
in terms of the appropriate F ratio. This is now obtained in
terms of the reduction in sums of squares for regression brought
about by dropping the subset and the error sum of squares be-
fore the dropping. The drop-search terminates by dropping the
least important in subset if its F ratio is less than the critical
value F.. ”

A successful drop-search, that is, one followed by the dropping
of a subset, is followed by further drop-searches in sequence
until a multiple regression equation is reached in which no sub-
set has an F ratio below Fe.

The whole search phase consists of a succession of search se-
quences which may be diagrammed as in Figure 8A-1. Tt starts
with an add-search which differs from the others in that there
are no in subsets at the beginning. The F ratios tested in this
add-search are for each of the regressor subsets taken individu-
ally. and alone. From then onward, each search sequence starts
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FLOW CHART FOR SEARCH PIASE

BEGINS

ADD -~ SEARCH
Successful I-_I Unsuccessful

l l

DROP - SEARCH
TERMINATES
Successful ﬂ Unsuccessful
Ficure 8A-1.

with an add-search step, and this is followed by one or more

drop-search steps. If a search sequence terminates in an un- -

successful drop-search, the procedure goes on to the add-search
step at the beginning of the next sequence. The entire search
phase terminates at the first unsuccessful add-search.

The last phase of the analysis organizes the results of the final
fitted equation. These are developed in the form of an analysis
of variance showing the sums of squares, degrees of freedom,
and so forth, for the respective regressor subsets and for error.
The table also presents the estimates of the regression coeffi-
cients and their standard deviations. Finally, the coefficients
for the dummy regressors are transformed and presented in the
usual analysis of covariance form as adjusted class means.

For readers concerned with the mechanics of the procedure,
the essential details of the more unusual features follow below.

Tue Dummy Recressors. The method of generating dummy
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regressors in the preliminary phase can be best indicated by an
example:

| = *a %, | %
Class 1 1 0 0 1
Class 2 0 1 0 1
Class 3 0 0 1 1
Class 4 0 0 0 1

The center columns of the example show the values of the
three dummy regressors x,, x., and x, which are introduced for
a classification with four classes. Any individual from class 1 is
scored one for the regressor x,, zero for the regressor x,, and
zero for the regressor x,. Any individual from class 2 is scored
zero for x,, one for x,, zero for x;, and so on.

A multiple regression fitted on x,, x,, and x. together with other
regressors including x,, the dummy regressor for fitting the inter-
cept B, shown later in Equation II provides all the information
necessary for fitting the effects of the four classes. The sums of
X3, x;, and x,, for example, give the numbers in the first three
classes

DX =0, 5%, =0, XX, =N,

i i ]
The sum of the dummy regressor x, likewise gives the total
number of observations n. This, in turn, together with the
numbers in the first three classes, provides the number in the

fourth class:

ne=n—n -0, -0

If we let /&, iis, f2s, juu denote the adjusted means for the four
classes and put p,, ., ps, pa for the four corresponding expecta-
tions the homogeneity hypothesis for these classes may be
written as Hy: gy = p. = py = p,. The F ratio for testing this
hypothesis is identical with the F ratio for testing the regressor
subset null hypothesis H,: B, = B, = B, = 0. It is the F ratio for
the latter form of H, which is computed in the analysis.

In the final phase of the analysis, the adjusted means for the
four classes are obtained from the coefficients b., b., b, fitted for
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the dummy regressors and from 17, the overall mean of the
dependent variable . The equations used for this are

ﬁ =y+ (1-3,)b, — T, -~ Tbh,
, =9y — zb+ (1-7)b, — Tb,
}-ﬁh =§- = ?:bx - '-"szs + (I“E:)bl m
}I}-c =y - b, — Tbh, — Th,
which we may write
ﬁa 1 1-x ':;1 % y
i‘,‘\: _ 1 - 1__x: "_-;a b,
J{‘\'l B 1 _-Ea —;: 1—;; bs
Wl R = = =] b
or, more briefly for convenience, as
2 = Cb
The mathematics for getting these can be seen by rewriting the
regression model [m

j == ﬂozo‘; * px’:, .+ ﬁfxfi + €
for the Jth obsarvatmn in the fam:liar deviations-from-means

form
y=pt+Bxy+...+ Bante

where 7y = xy — 7, i=1, . . ., 1, =1, ... n, and 7 is the mean of
the ith regressor. The “true” adjusted mean p, in the first class,
for example, is given by taking the expectation for any individual
in the first class and setting all of the regressors beyond the three
concerned at their mean values (i.e. by putting xi; = 0, i > 3). This
gives
p=pt ﬁ,';,j + ﬁg?;, + B.xs;, for alljin class 1
or

p=p+ (1-2,)8, — 5.8 — By
On replacing the parameters by their estimates this gives

Ha ZTI. + (1._?:)5‘ _'Ezbz _'?abl
which is the first equation of the entire Equation L The re-
mainder come from working in the sccond third, and fourth
class in the same way.
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The variance-covariance matrix V(i) of the adjusted class
means is then obtained using

V(R)=cC V(b) ¢

where V(b) is the variance-covariance matrix of § and b,, bs, b,
which is available from the regression analysis.

InTERACTIONS. In testing for the importance of adding an inter-
action subset, a modification is made to the add-search step. If
either or both of the main effects involved are not already in
the regression equation, these are included among in subsets
before adding the interaction subset. If the interaction subset
qualifies for addition to the regression equation (based on the F
ratio for the interaction subset alone but adjusted for all of the
others), both of the main effects are added to the regression
equation along with the interaction if they are not already in.

Operating on the same principle, a drop-search step does not
“look” at any main effect subset with a view to dropping it so
long as it is involved with any interaction still being retained in
the equation. Once an interaction is dropped, however, any main
effects depending on it alone for inclusion in the regression
equation then become subject to dropping, depending on their
own F ratios.

In the last phase of preparing the final search results for
presentation, special steps are again taken for interactions. For
an interaction between two concomitant regressors x, and x. two
conditional regression lines are determined in the form

9=a+ bz,
These show the regression of y on Xz at a low value x,_and at a
high value x,, of x,. For the ratiomale of doing this, see, for
example, Experimental Designs.®

The intercept a and slope b of these lines are determined by
substituting x,, and x,, respectively for x, in the equation

0 =7+ b,(x,=%) + by(x,~%,) + by(x,~F) [I1A]

°Cocimax; W. G., axp Cox, G. M.: Experimental Designs, 2nd ed. New York,

Wiley, 1957, scct. 5.28.
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where x; = x,x;. Thus at x, = x,,, for example, the values of a
and b are given by

a =79+ b(x,—x,) — b;x, — bx,
and
b S bl + blxlg,

For an interaction between two classifications with p and g
classes resPectwely, the procedure estimates adjusted class
means iy for each of the subclasses. The equations for doing
this for a 2 X 3 classification, for example, are

(1]
Ba=7+ (1-%)b, + (1-5,)b, — =Tb+(1-%)b, — Eb,
D=7+ (1-x%)b, — Eb,+(1-%)b, — Eb,+ (1-7,)b,
Be=y+(-z)b, - Eb, — ®b, — b, — xb,
Qn=y - ®b+(lx)b, - %b - Th - b,
D=y — &b, — Fbh+(1-F)b, — ETb, — Tb,
Dw=Y — =b, — ®b, — ®b, — Eb, — b,

where{x,}, {x,,x.}, and {x.,x.} are the subsets of dummy
regressors for the two main effect subsets and the interaction
subset respectively. The justification of these equations follows
along the same lines as that of the equation ﬁ = Cb above, and
the variance-covariance matrix is obtained in the same way.

In the case of an interaction between a classification with p
classes and a concomitant regressor x, a conditional straight
line regression is computed within each class. The method by
which this is done can be explained as follows: By putting x = 0
or 1 we could, if we wished, generate 2 X p ad}usted values
fis. If we take a case with p = 3 classes, these would be given
by the equations in Equation III. On consideration, it is clear
that a regression line for each class could then be obtained as

A
y,=a,+b,= j=123
where a; = and b;= p,, Q .y since fz},, is the value a; of ) Yy at

x—Oandp,,xsa:+b;atx—-l
From this it is seen that the required regression line estimates
can be obtained directly in the form b® = (a,, b, a., b., a,, bs)
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by changing the coefficient matrix C in Equation III to

(0001 0 0

100-100

_loooo1o0
C*=10100-10¢F

000001

0010 0-1

and using the direct equation
b® =C*®b

The variance-covariance matrix is then obtained from
v(C®) =C* V(b) C¥

where b is the vector of regression coefficients in the right-hand
side of Equation IIT and V/(b) is their variance-covariance matrix,
both of which come from the multiple regression analysis.

SpeEciAL Care NEepep IN “Fixing” MATHEMATICALLY DEPEND-
ENT REGREssoRS. In obtaining the adjusted means f;, £, fis, i for
the four category classes in Equation I, for example, the other
Tegressors X, Xs, . . . , X have been implicitly fixed at (set equal
to) their mean values %,, %, . . ., %,. This is appropriate provided
each of these regressors is mathematically independent of the
others. If any regressor is mathematically determined by the
others this has to be modified. Thus if x,, say, is a regressor for
interaction between x, and x;, that is, x, = x,.x;, once x, and x;
are set equal to their means, x, is automatically fixed at x, = x,.x,.
Each of the equations in Equation I*would then have to include
an extra term (%X — %)b, on the right hand side. The matrix
C would have an extra column with X%, — %, in every row and
the column vector b would include b, as an extra element.

Similar additions would need to be made in Equation ITA and
in Equation IIL. Corresponding adjustments would then appear
in the intercept values a and a;.

THE App-sTEP. Let Ab = g denote the initial normal equations
which have been solved in fitting the current regression equation
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and Anbn = gn the new ones to be solved in fitting an additional
out subset. The new equations can be written in more detail as

A A ] [p*] g

Al A baJ B

aa

where As, Aas, ga denote the additional sums of products (and
squares); ba denotes the added regression coefficients; and b*®

now denotes the modified values of the previous coefficients b.
The F ratio for scoring the importance of the additional subset

is obtained from
F = (N/r,)/ {(E=N)/(f-r,)}

where N = g.C,.g, E and f are the error sum of squares and its
degrees of freedom from the initial analysis, and r, is the number
of regressors in the subset being tested for addition.

The numerator term N is the additional regression sum of
squares, and the matrix C,, is the relevant part of the new inverse
matrix as shown in

o |
c* C A A
a a
C = = A_1 = [1v]
n n
c C A A
a aa a aa

The major part of the add-search is in computing the C,
matrices for the addition of each out subset using

-
1
C = {A - A'A A}
aa a a

When a subset is added at the end of an add-step, the new
equation is obtained by computing

=1
C =A and b =Cg
n n n n~n

that is, by solving the regression problem afresh.
Tue Drop-step. Let Ab = g denote the initial normal equation

as before,and A b, =g, the new ones to be solved after dropping
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an in subset. The initial equations now can be written in more
detail as

Aﬂ Ad b. gﬂ

A, A b

dd

d 84

where Aa, Aaa, g, and ba are for a particular in regressor subset
to be drop tested. The F ratio for scoring the importance of the
in subset to be tested is obtained from

F = (N/r)/(E/f)

with terms given as above except that now N = g'C and C
i defioed us tn £ Rasany S S

°
C = ¢ Cd = A.n Ad
Ca Caa o

The drop-search is accomplished quickly since the submatrix C,,
for each drop-test is already available from the previous com-
putation of C.
When a subset is dropped at the end of a drop-step, the new
equation is obtained by computing
Cn=A:1audbn=Cg

nen

It should be remarked here, perhaps,' that the inversion

1
C, = A, at the end of the add-step and drop-step could alter-
natively be accomplished by “correction” steps similar in style

to Equation IV applied to the previcus inverse C = A , and
these would possibly be preferable on a desk calculator. A direct
inversion of an n X n matrix, however, can be carried out on an
electronic computer with no more effort than that of multiplving
two n X n matrices and thus is quick and more accurate with
this type of equipment.

TransrormaTIONS. In addition to generuthg product regressors
for interaction, other transformations of the initial set of
regressors may, of course, also be introduced. These mav be use-
fully handled either as “junior” regressors which, like the product
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interaction regréssors, are tested and fitted only in the company
of their “parent” regressors, or as “senior” regressors without
these kinds of restrictions. A transform defined as the square
x* of an initial regressor x would usually be treated as a junior
regressor, for example, and not be tested or fitted without x also
being present. On the other hand. a new regressor obtained as
the logarithm of an initial regressor would be treated as a senior
regressor and would be tested and fitted with or without the
parent, depending on the parent’s importance. With two such
regressors, the fitting of one usnally would tend to eliminate
the other.
Discussion

AppEp UNCERTAINTIES OF A SEARCH PROCEDURE. A classical
worry about this type of a search analysis is the p0551b111ty of
f:ttmg an untoward number of spurious regressions. If in fact
the overall null hypothesis (all regressions zero) were true, this
indeed would be a serious concern. The fitting of a spurious

regression at each step would not only be a mistake in itself,

but, by removing it from error, the search feature would bias the
error mean square downward. This would produce added error
probabilities (type 1) relative to a corresponding nonsearch
procedure.

The answer, however, is not necessarily to be always more
cautious. If in fact all of the true regressions were well away
from zero, the search feature would produce an additional loss
of power. Failures to discover real regression effects would not
onlv be mistakes in themselves, but, by failing to remove them
from error, the search feature would leave the error biased
upward. This would produce added error probabilities (type 2)
or decreases in power relative to a corresponding nonsearch
procedure. A real situation like this would call for smaller
critical F ratios.

In considering questions of this kind, it makes rough sense
at least to think in terms of unimodal prior distributions for the
standardized true regression coefficients g, = B,/0v,, . . ., B =
Bv/ow, giving each a prior mean zero and an average prior vari-

ance of o¢’. The prior standard deviation o' may be thought
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of as a rough measure of the overall true regression involved. In
the extreme null and alternative cases mentioned above, the
true regression according to this measure is zero (os'=0) and
very large (os">>0) respectively.

In practice, the amount of true regression will seldom approach
close to zero as with the null hypothesis, nor will it approach
especially high extremes. In such cases the added propensity for
error in the search procedure will be far less serious than it
might at first appear. If the investigator chooses his critical F
ratios with the nature of his regressors in mind, he will naturally
tend to choose small ones (say at the 5% or 10% level) if the true
regression oy’ is anticipated to be high and larger ones (say at
the 1% or .1% level) if the true regression is anticipated to be low.
Thus if small F ratios have been chosen for the search, the
consequent downward bias in the error mean square will tend
to be offset by the chances of the error containing more true
regression since 0’ is up. If large F ratios have been chosen for
the search, the consequent upward bias in the error mean square
by failing to remove enough regression will tend to be offset in
the opposite way. With o5’ small, there probably will be very
little true regression to be removed from the error in the first
place.

Notwithstanding these considerations, it would seem good
practice, of course, to run the analysis again with larger critical
F ratios if there is any independent evidence that the error mean
square is on the low side. By the same token it should be run
again with smaller critical F ratios if there is evidence that the
error mean square is on the high side.

Also, by rough analogy with a sinfilar situation in multiple
comparisons,® there would be grounds for severely discounting
the significance of any individual effects if evidence of overall
heterogeneity gets too low. A rough assessment of this is given
by computing a crude adjusted F ratio for total regression. An
adjusted mean square for regression is first obtained from

MSR, = (r,MSR + r,MSE)/(r +r,)

°See Duncan, D. B.: A Bavesian approach to multiple comparisons. Tech-
nometrics, 7:171-222, 1965, Fig. 1.
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where MSR and MSE are the mean squares for total regression
and error, and r, and r, are the number of regressors fitted and
not fitted, respectively. The crude F ratio is then computed as

F = MSR /MSE
a a

Any tendency for this ratio to drop below 2.5 would call for
caution.

This check is like the preliminary F ratio test in the Fisher
protected least-significant-difference rule often used in a multiple
comparisons problem. In both situations, the observed ratio will
tend rarely to go below the critical value of 2.5. Nevertheless,
in case it does, this rough check is an important one.

Much more research is needed on the problems just raised,
and work in this direction is going forward. In the meantime
there are so many advantages to the search approach that, even
with the present roughness of the inference aspects, there is a
considerable gain.

ADVANTAGES OF THE OvERALL PROCEDURE. The main advantage
of the method lies in the large number of regressors it can ex-
plore. In dealing with problems by comparable nonsearch tech-
niques, large numbers of potential regressors often have to be
arbitrarily rejected from the study at the outset. For many of
these, there is no assurance on prior grounds that the regression
is negligible. Thus, for study after study, the same possibly im-
portant effects can be missed again and again, simply because
they are never looked at. Each time, they are eliminated arbi-
trarily at the outset by the competition for the limited number
of regressor “berths” that can be provided in a nonsearch
analysis.

In passing, it should be noted that the arbitrary rejection of
possibly important regressors from a nonsearch analysis can lead
to strong upward biases in the error mean square. This in turn
can enhance the advantage of the search procedure over the
nonsearch approach.

Some other considerations of a different nature also are worth
stressing. At any one step, and particularly at the last which is
of most interest, the procedure has the full character of a mul-
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tiple covariance analysis. Each of the fitted effects, including
both the class effects and the concomitant regression effects, is
an adjusted one, taking into account the effects of all other items
fitted. Furthermore, the form of the analysis is nonorthogonal.
This feature allows all of the adjustments to take place properly,
whether or not the observations are distributed equally among
subclasses.

Although the investigator, in the interests of efficiency, should
plan as much balance in the design as possible, the nonor-
thogonal analysis capability can be a considerable convenience.
Indeed, because of the way data often must be obtained, particu-
larly in clinical situations, this approach may be an inescapable
necessity. In such cases, the method described here may be a
useful addition to the investigator’s armamentarium for evalu-
ating the data at hand.

APPENDIX 8B

A General Multiple Covariance Search Procedure:
Guide to Use of Computer Program

The statistical considerations underlying the general multiple
covariance search procedure have been described in Appendix
8A, which also includes a summary account of the computer
program implementing the procedure. The following is a de-
tailed practical guide to the computer program designed for use
in conjunction with the preceding account.

Language and System

The program is written in Fortran I1 for the IBM 7094 with
32K core storage capacity. It has run successfully on the Fortran
Monitor System (FMS) and on the Johns Hopkins University
Applied Physics Laboratory version of the Share Operating
System (SOS). , -

The sample setup shown in Figure 8B-1 includes system con-
trol cards appropriate for FMS. The operator should be notified
to mount a scratch tape on the tape drive in the user’s system
corresponding to logical tape 2. The system control cards will



SAMPLE SYSTEM (FMS) AND PROGRAM CONTROL CARDS FOR 2 PROBLEMS

123456789 123456789 123456789 123456789 123456789 12345678 COLUMN

* JOB 4388,C,*MEDIC,05,9999,9999  UHLENHUTH, MCOV

* PLEASE MOUNT TAPE NUMBER 661616 ON A5 AND SAVE AFTER RUN.
& PLEASE MOUNT SCRATCH TAPE ON B-3.

* PAUSE

* XEQ

" LABEL (USE THIS CARD IF YOU WISH OBJECT DECK LABELED,)

(PLACE ANY FORTRAN SOURCE DECKS HERE.)
(PLACE ANY BINARY (OBJECT) DECKS HERE.)
* DATA
TOFRANIL, TOT WID SCL, 4 WK CHANGE, SEARCH
42 111 312 1118
1 111 1
4.08 3.23 2.85 2.62 2.48 2.36 2.30 2.23 2.19 2.14 2.12
(ERROR MEAN SQUARE CARD IS BLANK IN THIS EXAMPLE.)
116 8 1 2 12155 73 74 75 76 77 78
(ANALYSIS LIST CARD IS OMITTED IN THIS EXAMPLE,)

2MEDICATION 2 1 2 1. 2.

4SEX 4 1 2 1, 2.

6ITEM 18,SCL1 6 ) 1. 2. 3.
132 x 3 2 3 2 2 0. 0.
14 2 x 4 2 4 3

152 x 5 2 5 2 2 0. 0.
16 2 x 6 2 6 3

17 2 x 7 2 7 2 2 0. 0.
182 x 8 2 8 2 2 0. 0.
192 x 9 2 9 2 2 0. 0.
20 2 x 10 210 2 2 0. 0.
21 2 x 11 211 2 2 0. 0.
22 2 x 12 212 2 2 0. 0.
23 4 x B 4 8 2 2 0. 0.
2414 x B 14 8 2 2 0. 0.
TOFRANIL, TOT WID T/S, 4 WK CHANGE, SEARCH

42 111 312 1118
1 1 11 1

4.08 3.23 2.85 2.62 2.48 2.36 2.30 2.23 2.19 2.14 2.12
(ERROR MEAN SQUARE CARD 1S BLANK IN THIS EXAMPLE.)
118 8 1 2 12155 73 74 75 76 77 78
(ANALYSIS LIST CARD IS OMITTED IN THIS EXAMPLE,)

2MEDICATION 1. 2,
1. 2.
1. 2. 3.
0. 0.
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123456789 123456789 123456789 123456789 123456789 12345678 COLUMN

Ficure 8B-1.
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not be discussed, since the requirements of the user’s system,
rather than this program, will determine these cards. “Control
cards” hereafter will refer to program control cards, which the
user’s system will regard as data. “Data” henceforth will refer
to the data proper (from subjects) to be analyzed.

Data Input

The program calls for data stored on a binary tape, that is,
a tape produced by the Fortran statement WRITE TAPE 1
which the program reads with a READ TAPE i statement. The
operator should be notified to mount the data tape on the tape
drive in the user’s system corresponding to logical tape 9.

The first record on the tape should contain a linear array of
data names, each consisting of two adjoining six-character words.
This list serves as a header to identify the tape and to assure
that the operator has mounted the correct tape. The data names
appear in the print-out to identify the results attributable to
the variables specified for analysis.

Each subsequent record on the tape should contain the data
for a single subject. Each of these records may contain up to
500 data variables. A variable must appear in floating point
mode in the same data location on every record.®

The tape record for each subject should include all the de-

ndent variables and independent variables likely to be an-
alyzed. The independent variables may include classifications
and concomitant regressors.

The program reads the data from each record in turn into a
linear array. From this array, it selects a dependent variable
and independent variables for the analysis, as specified by the
user, and stores these variables sequentially in another linear
array. This array may be visualized as a list of data.

Now the list of variables is expanded to accommodate dummy
regressors for each classification. Each group of dummy regres-
sors numbers one less than the number of classes, as detailed in
Appendix 8A. At this point it becomes more convenient to think

®A program for pmducmg such data tapes from data cards is available om
request.
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in terms of regressor subsets, each subset of one or more regres-
sors representing one of the original data variables.

The program next performs any transformations required. These
are entirely under control of the user and are of three general
types: (a) scoring dummy regressors for subsets to be treated
as classifications, (b) transforming subsets in their original posi-
tions on the data list, and (c) generating new subsets to be
stored in successive locations beyond the last datum originally
on the list. Such new subsets include, for example, the scores
for interaction between two of the original subsets, when both
original subsets should be preserved as main effects in the
analysis. Significance tests are performed on such new subsets
jointly with the subsets from which they were generated. The
data list now appears as below:

| Regressor subsets read from tape and transformed | Newly generated subsets |

This program regards a value of 9999. in a data location as a
signal indicating a missing datum and not as a legitimate data
value. It rejects the subject’s entire data and automatically re-
duces by one the number of subjects for the analysis. The pro-
gram, however, retains subjects with missing data not involved
in the current analysis.

Restrictions

The number of subjects is limited to 999. The number of
regressors is limited to 79. This set of no more than 79 regressors
includes any new regressor subsets generated by the program.
The dependent variable constitutes an additional subset of one
variable, for a total of 80. Execution will stop and an alarm will
appear on the print-out if the program attempts to fit an equa-
tion containing more than 30 of the 79 regressors in the pool.

The total number of transforms produced in a single analysis

is limited to 80. The total number of constants used in these
transforms is limited to 150.

The program will process first-order and higher-order inter-
actions through the main multiple covariance analysis, including
the search feature. The following additional results can be com-
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puted by hand as shown in Appendix 8A: for first-order inter-
actions, sample lines for the interaction between concornitant
regressors; for higher-order interactions, the same, plus all cate-
gory effects.

Program Control Cards

1. Trree carp. This card may contain in columns 1 through
72 any information for identification of the problem. This title
will appear in strategic locations in the printed output.

2. PARAMETER cARD. The parameters of the problem should
be punched, right adjusted, in consecutive three-column fields
on this card as indicated below. All numbers should be punched
without decimal points, unless noted to the contrary.

Column

1- 3 Number of subjects.

4- 6 Data location containing the dependent variable. This
number should indicate the position of the dependent
variable on the list on card 6 below.

7- 9 Number of data variables to select for analysis from
each record on data tape (exclude dependent vari-
able).

10-12 Number of transforms which will replace existing sub-
sets on the list on card 6 below.

13-15 Number of new subsets to generate. This refers to
transforms which will be added to the existing list of
subsets.

16-18 Number of cards containing list of critical F ratios
(see card 4 below) Up to two cards may be em-
ployed.

19-21 Location on data tape of last datum required for
analysis.

22-24 Number of subsets to force into the final equation.
If this equals the sum of the entries in columns 7-9
and columns 13-15, then the search feature will be
deleted. In this case, omit card 4 below. This number
may not exceed 30.
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3. OPTIONAL FUNCTION AND OUTPUT CARD. Select the features
desired by punching 1 in the column indicated.

Column

3 Print complete data after generating dummy regressors
and transforms.

6 Punch complete data after generating dummy regressors
and transforms.

9 Print corrected sums of products and square roots of
corrected sums of squares.

12 Continue computation after correlation matrix is pro-
duced. A blank or 0 in this column will terminate exe-
cution after the correlation matrix has been computed
and before a search or a regression analysis is carried out.

21 Compute variance-covariance matrix for regressors in the
final equation.

24 Compute effects for each category in classification data.

27 Compute value of dependent variable predicted for each
subject by final equation.

30 Punch difference between predicted and observed values
of dependent variable for each subject.

33 Compute correlations among regression coefficients in
final equation.

4. Crrricar F raTIO CARD(S). This card specifies a list of val-
ues for the critical F ratios for adding regressor subsets to the
equation or dropping subsets from the equation. These values
should be punched with a decimal point in 12 consecutive fields
of six columns, so that the first field (columns 1-6) contains the
critical F ratio for single-regressor subsets with df = 1 (con-
comitant regressors and dummy regressors for 2 classes), the
second field contains the critical F ratio for two-regressor sub-
sets with df = 2 (3 classes), the third field contains the critical
F ratio for three-regressor subsets with df = 3 (4 classes), and
so forth. Up to 24 F ratios may be listed on two cards. F ratios
should be included for the degrees of freedom appropriate to
subsets generated from multiple regressor subsets on the original
data list. '
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Omit this card if search feature will be deleted (see card 2
above).

5. ErRrROR MEAN SQUARE cArp. This card specifies the error
mean square for all significance tests in the search and final
analysis. If the experimentally determined error mean square
is desired, the card should be left blank. If a specified, fixed
error mean square is used, the value should be punched, with a
decimal point, in the first six columns of the card. If the value
desired is the one determined experimentally in the immediately
preceding problem, any negative number may be entered in
columns 1-6.

6. Data wList carp(s). This card specifies which data the
program should select for analysis from each subject’s record on
the data tape. Entries on this card should be punched, right ad-
justed, without decimal points, in 24 consecutive fields of three
columns. For example, to include in the analysis data variables
in locations 1, 78, 155, and 378 on the data tape, punch on this
card 155 in columns 1-3, 78 in columns 5-6, 378 in columns 7-9
and 1 in column 12.

The sequence of entries is entirely at the user’s discretion. The
total number of entries should be one more (to include the
dependent variable) than the number entered in columns 7-9
of card 2 above. This total may not exceed 80.

The program will deal with a blank entry by entering the
blank field’s own position on the list. For example, if the total
number of entries is 16 and columns 6-9 are left blank, then this
will have the same effect as a 3 punched in column 9.

7. ANaLysis LiST cARD(s). This card specifies which subsets
should be forced into the analysis without being subject to
search. Entries on this card should be punched, right adjusted,
without decimal points, in 24 consecutive fields of three columns.
These identification numbers refer to the locations of original
subsets on the list of card 6 and the locations of newly generated
subsets shown on the transformation cards below.

The sequence of entries is immaterial. The total number of
entries may not exceed 30. Do not include the dependent vari-
able. The program will deal with a blank field by entering the
blank field's own position on the list, as on card 6.
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Omit this card if the option is not used.

8. TRANSFORMATION CARDS. Prepare one card for each subset
to be transformed and one card for each new subset to be
generated. The order in which these cards follow one another
is immaterial, except in reference to classifications, powers, and
interactions (see below).

All identification numbers for original data subsets refer to
their locations on the list on card 6, rather than to their loca-
tions on the data tape record. All numbers should be punched
right adjusted, without decimals, except as noted.

Column

1- 3 Location to store transformed or generated subset.
Newly generated subsets should be stored in con-
secutive locations beyond the last location on the list
on card 6.

After a new subset has been generated and stored,
it should not be replaced by further transformations
since this results in the loss of indexing information
essential to testing its significance in conjunction with
the subsets from which it was generated. New subsets
may be used to produce transformed or generated
subsets in other locations, however.

It is not possible to produce a transform from two
subsets and eliminate both the original subsets from
the analysis. Problems such as this are best handled
by writing a special purpose subroutine (see below).

4-15 Name of transformed or generated subset.

16-18 Location of first subset required for transform.

19-21 Location of second subset required for transform.

22-24 Transformation code indicating type of transforma-
tion or generation desired (see below).

25-27 Number of constants needed for transform.

28-36 Value of first constant, with decimal.

37-45 Value of second constant, with decimal. Continue
entering constants in this fashion through column 72
and then on another card, up to the total number of
constants needed for this transform.
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If several analyses (problems) using the same data tape should
be included in the same run, prepare additional sets of items 1
through 8 and stack them serially.

9. Finisi carp. Punch FINISH in columns 1-6 and place this
card last in the control deck.

Transformation Codes

Copk 1. Classify subset specified in columns 16-18 into the
number of classes specified in columns 25-27. The maximum
number of classes is 12.

Enter constants in columns 28-36, 37-45, and so forth, to
specify the upper limiting data value for each class. Enter as
many constants as there are classes. If the entries go beyvond
column 72, continue on another card in nine-column fields.
Punch all values with a decimal point.

This transform generates the dummy regressors, one less than
the number of classes desired. After dummy regressors have been
generated, the subset should not be submitted for further trans-
formations, except to produce interaction scores, as described
under code 2 below.

Cope 2. (Subset specified in columns 16-18 plus constant -

specified in columns 28-36) multiplied by (subset specified in
columns 19-21 plus constant specified in columns 37-45) of the
transform card. Punch 2-in column 27. If such a product repre-
sents an interaction term, it should be stored as a newly gen-
erated subset.

This transform effectively handles subsets of more than one
regressor in order to generate interaction scores for classification
subsets. Two such subsets should be submitted first to the classi-
fication transform (code 1), which generates the dummy re-
gressors. Then the same subsets should be submitted to this
multiplication transform, with both constants specified as 0.

This transform should not be used to raise a subset to a power.

Special considerations apply in generating interactions above
first order. Suppose subsets A, B, C, and D are selected from
the data tape, and a third-order interaction ABCD is required.
For this purpose, the entire set of related first- and second-order

i
\
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transforms should be specified, each by an appropriate transform
card. A higher-order transform always should be produced by
multiplying a lower-order transform by one of the original sub-
sets selected from the data tape. For instance, the transform
ABCD may be produced by multiplying the transform ABC by
the original subset D, but not by mulLipl) ing the transform AB
by the transform CD. However, if B is a quantjtatwe variable,
then the transform ABCD must be produced by multiplying the
transform ACD by the original subset B. Furthermore, the trans-
forms related to ABCD should be stored in the list of data for
analysis in order of increasing complexity, that is, with all first-
order terms coming first, followed by all second-order terms,
finally followed by the third-order term. The diagram below

will serve as an illustration.
Selected from

data tape with Newly generated with one transform
card 6 card for each
Location on
list of data 12345 6 7 8 91011 12 13 14 15 16
for analysis
Subset A B CDY ABAC AD BC BD CD ABC ABD ACD BCD ABCD

Cope 3. Raise (subset specified in columns 16-18 plus con-
stant specified in columns 28-36) to power specified in columns
37-45. Punch 2 in column 27. In general, such transforms should
be stored as newly generated subsets, with higher powers fol-
lowing lower ones.

CopEe 4. Subset specified in columns 16-18 multiplied by con-
stant specified in columns 28-36. Punch 1 in column 27.

Copke 5. Subset specified in columns 16-18 plus subset speci-
fied in columns 19-21.

Copke 6. Subset specified in columns 16-18 plus constant speci-
fied in columns 28-36. Punch 1 in column 27.

CopE 7. Subset specified in columns 16-18 minus subset speci-

fied in columns 19-21.

Cope 8. Absolute value of (subset specified in columns 16-18
minus subset specified in columns 19-21). In general, such a
transform should be stored as a newly generated subset.
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Cope 9. Natural log of (variable specified in columns 16-18
plus constant specified in columns 28-36). Punch 1 in column 27

Copk 10. Subset specified in columns 16-18 divided by subset
specified in columns 19-21.

Special Purpose Subroutine

This program calls a special purpose Subroutine TRNA imme-
diately after reading each subject’s record from the data tape.
The user may write this subroutine to perform data manipula-
tions not otherwise provided prior to the analysis proper. For
example, subjects may be eliminated from the analysm by setting
JUMP = 1 under specified conditions within the subroutine.
Transforms which are complex or involve other special problems
also may be produced within this subroutine. Data should be
indexed according to their locations on the data tape. A branch
should be included to avoid transforming any missing data code
(9999.). A dummy Subroutine TRNA is supplied with the

program.



